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What is Molecular Dynamics?

• MD: numerical solution of classical 
atomic equations of motion

• This talk: Langevin dynamics
𝑚�̈� = −∇𝑉 𝑥 − 𝛾�̇� + 2𝑘!𝑇𝛾𝜉(𝑡)

• 𝑉(𝑥) is material-specific. Usually an 
empirical approximation to 
Schrodinger’s equation

• Ubiquitous: >1M hit on Google 
scholar
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Why Molecular Dynamics?

Shock Response of coarse grained explosives

Mattox, Timothy I., et al. "Highly scalable discrete-particle simulations with novel coarse-graining: accessing 
the microscale." Molecular Physics 116.15-16 (2018): 2061-2069.

Phases of granular systems

Glotzer, Sharon C., and 
Michael J. Solomon. 
"Anisotropy of building blocks 
and their assembly into 
complex structures." Nature 
materials 6.8 (2007): 557-562.

H production in 
Water/Al (Quantum MD)

K. Shimamura et al., “Hydrogen-
on-Demand Using Metallic Alloy 
Nanoparticles in Water,” Nano 
Letters, vol. 14, no. 7,2014, pp. 
4090–4096
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A brief history of MD

P HVSI CAI REVIE%' VOLUME f36, NLJM8RR 2A l9 OCTOB ER 1964

Correlations in the Motion of Atoms in Liquid Argon*

A. RAHMAN
Argonee National Laboratory, Argo@me, I/Blois

(Received 6 May 1964)

A system of 864 particles interacting with a I.ennard-Jones potential and obeying classical equations of
motion has been studied on a digital computer (CDC 3600) to simulate molecular dynamics in liquid argon
at 94.4'K and a density of 1.374 g cm '. The pair-correlation function and the constant of self-di6usion are
found to agree well with experiment; the latter is 15% lower than the experimental value. The spectrum of
the velocity autocorrelation function shows a broad maximum in the frequency region &o =0.25 (h&T/h). The
shape of the Van Hove function G,(r, t) attains a maximum departure from a Gaussian at about s=30.
X10 "sec and becomes a Gaussian again at about 10 "sec.The Van Hove function Gg(r, t) has been com-
pared with the convolution approximation of Vineyard, showing that this approximation gives a too rapid
decay of Gd, (r,t) with time. A delayed-convolution approximation has been suggested which gives a better 6t
with Gz(r, I); this delayed convolution makes Gz(r, t} decay as t4 at short times and as I at long times.

I. INTRODUCTION
'N recent years considerable use has been made of

~ ~ large digital computers to study various aspects of
molecular dynamics in solids, liquids, and gases. The
following is a description of a computer experiment on
liquid argon (using the CDC 3600) to study the space
and time dependence of two-body correlations which
determine the manner in which slow neutrons are
inelastically scattered from the liquid. If neutron
scattering data of unlimited accuracy and completeness
was available, then the kind of work presented here
would serve the useful though unexciting purpose of
confirming the results already obtained with neutrons.
At present, however, the situation is that theorists are
trying to build models for these two-body dynamical
correlations to account for the observed neutron
spectra; the current interest in the work presented here
is thus to throw some light on the validity of these
models, and to suggest the manner in which some
improvements can be made.
The calculations presented here are based on the

assumption that classical dynamics with a two-body
central-force interaction can give a reasonable descrip-
tion of the motion of atoms in liquid argon. For practical
reasons, further assumptions have to be made, namely,
the interaction potential has to be truncated beyond a
certain range, the number of particles in the assembly
has to be kept rather small, and suitable boundary
conditions have to be imposed on the assembly. I'inally,
the equations of motion have to be solved as a set of
difference equations, thus involving a certain increment
of time to go from one set of positions and velocities to
the next. The details will be set forth in the next section.
At the end of the paper a brief mention will be made of
checks on the validity of these assumptions. The results
presented in this paper are confined mainly to one pair
of values of the temperature and the density of the

system, namely, 94.4'K and 1.374 g cm '. A less
exhaustive study, at 130'IZ and 1.16 g cm ', is men-
tioned briefly at the end.

II. METHOD OF COMPUTATION

The calculations reported here were based on the
following ingredients.
Particles with mass 39.95X1.6747X10 '4 g (the mass

of an argon atom) were assumed to interact in pairs
according to the potential V(r) =4e((o/r)" —(a/r)'),
e/ko ——120'K, o =3.4 A, r being the distance between
the particles. This interaction was assumed to extend
up to a range E.=2.250, so that a particle interacts with
all particles situated within a sphere of that radius;
V(2'"o.) =—e is the minimum of V(r) and at r=R,
U —0.036.
864 such particles were placed in arbitrary positions

in a cubical box of side L=10.2290., thus providing a
density of 1.374 g cm '. Periodic boundary conditions
were imposed, so that at any given moment a particle
with coordinates x, y, s inside the real box implied the
presence of 26 periodic images with coordinates ob-
tained by adding or subtracting L from each Cartesian
coordinate. The density was conserved because when a
particle moves out across one face of the cube another
moves in across the opposite face.
The particles were then allowed to move, and their

motions were calculated using a set of difference
equations with a time increment of 10 ' sec. The details
have been given in an Appendix. The positions and
velocities obtained at successive moments were
recorded on magnetic tape for later analysis. The only
quantity monitored during the progress of the calcula-
tion was the mean-square velocity of the particles
expressed in temperature units,

T= -p vs,
3%kg '=1

*Based on work performed under the auspices of the U. S.
Atomic Energy Commission. where X=864. In the initial stages of the calculation
J. R. Beeler, Jr., in Physics of Many Particle Systems, -edited by f 2. t th f t t (900+)F. Meeron (Qordon and Beach Publishers, Inc., New York, i was no in e region o emPera ure

1964). which the system was to be studied, all velocities were

A 405

864 atoms
20 ps
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The Evolution of Supercomputing 

http://top500.org

Petascale era
1015 ops/sec

Exascale era
1018 ops/sec
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A brief history of MD

• 1959: 32 atoms (Adler et al.)
• 1964: 864 atoms (Rahman)
• …
• 1996: 100 million atoms (Beazley et al.)
• 2000: 5 billion atoms (Roth et al.)
• 2006: 320 billion atoms (Kadau et al.)
• 2008: 1 trillion atoms (Germann et al.)
• 2013: 4 trillion atoms (Eckhardt et al.)
• 2019: 20 trillion atoms (Tchipev et al.)

5µm
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A brief history of MD
Collective Solvation and Transport at Tetrahydrofuran−Silica
Interfaces for Separation of Aromatic Compounds: Insight from
Molecular Dynamics Simulations
Fei Liang, Jing Ding, and Shule Liu*

Cite This: https://dx.doi.org/10.1021/acs.langmuir.0c03077 Read Online

ACCESS Metrics & More Article Recommendations *sı Supporting Information

ABSTRACT: We have performed umbrella sampling molecular dynamics
simulations to study the separation mechanism of aromatic compounds at the
tetrahydrofuran (THF)−methanol−silica interface by liquid chromatography.
Solute molecules with different polarities (naphthol and naphthalene) are
selected as representative aromatic compounds. For the polar solute (naphthol),
the free energy profile shows a deep minimum near the THF−silica interface,
suggesting strong interactions with the polar surface. When methanol is added
to the interface, there is a sharp increase in naphthol’s free energy minimum,
and the corresponding diffusion dynamics also undergoes a dramatic change.
These findings explain the fast separation mechanism in recent experiments of
separating fused ring compounds in asphaltenes with liquid chromatography.
Further solvation structure and orientation analysis suggest that apolar and
polar solutes may find their own comfort zones several angstroms away from the
interface, and their phenyl ring’s orientations would undergo a parallel-to-perpendicular transition as the solute molecule moves away
from the surface. Extending our simulation studies to systems with different solute concentrations reveals that there is a decrease in
the adsorption free energy accompanied by enhanced surface diffusion as the solute concentration increases, which is related to the
crowding in the interfacial layers. Our simulation analysis gives a detailed microscopic description of solute solvation and transport at
the THF−silica chromatography interface and will be helpful for improving separation protocols in future applications.

■ INTRODUCTION
When a fluid with complex composition flows over a surface,
different fluid components would have different interaction
strengths with the surface. As a result, the transport rate of its
different components would be different, and this is the
foundation of separation mechanisms in many devices such as
liquid chromatography (LC),1 microfluidics,2 oil−water
separation membranes,3 etc. In particular, nowadays, liquid
chromatography (LC) has become a robust technology in the
field of separation and chemical analysis, and as it is still
evolving, it can achieve better performance or fulfill other
special needs.4−7 Liquid chromatography columns with various
stationary phases (silica, alumina,8 titania9) and mobile phases
(water,10−13 alcohols,10,11,13,14 nitriles,10,12,13 cyclic hydro-
carbons15,16) are widely used in organic synthesis and
pharmacology,17 extraction of natural products and drug
discovery,18 clinical metabolomics,19 protein separation,20

food analysis,21 etc. Among them, liquid chromatography
with silica as the stationary phase is the most widely used, such
as hydroxylated silica in the normal-phase LC or silica-grafted
with alkyl chains in reversed-phase LC. The properties of
liquid−solid (LS) interfaces formed by silica with the mobile
phase, including its structure, dynamics, and the solvation of
analyte molecules, are important for understanding the

microscopic separation mechanisms as well as for optimizing
separation protocols in LC. For example, the interaction
strength between the mobile phase (acetonitrile, methanol,
etc.) and the stationary phase (silica and alumina) has a strong
influence on the separation efficiency.22,23

Molecular dynamics (MD) simulations are powerful tools to
explore the microscopic structure and dynamics of LS
interfaces in LC. A number of simulation studies on the LS
interface between nitrile24−29/alcohols11,14,30 and silica have
been performed. These studies discovered that hydrogen
bonds (HBs) can form between the hydrophilic silica surface
and solvent molecules, and the bilayer-like structure formed by
solvent molecules at the LS interface is very different from
bulk, which has a direct effect on the solvation thermody-
namics of solute molecules. Furthermore, Siepmann and co-
workers have performed extensive Monte Carlo simulations of
reversed-phase LC systems,1,31−33 where the retention factor

Received: October 22, 2020
Revised: January 25, 2021

Articlepubs.acs.org/Langmuir

© XXXX American Chemical Society
A

https://dx.doi.org/10.1021/acs.langmuir.0c03077
Langmuir XXXX, XXX, XXX−XXX
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Simulation time = 44 ns

Simulation time = 100 us
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The Evolution of Super-Computing 

Petascale
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Parallel MD
Most cycles spent here

Communication required at every step

Each processor owns its domain
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MD weak-scales
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MD does not strong-scale
Communication wall

Petascaletime

Exascale

More compute ≠ longer 
simulations
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The prospect for MD at the exascale

Nano-science
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Metastability
• For materials away from melting:

− Fast vibrations/fluctuations (ps)
− Slow conformational changes (ns-s)

• Short simulations are often not 
informative of long-time behavior 

Theme of today’s talk:
How can we leverage this 
separation of timescales to 
parallelize the dynamics in 

time instead of space 
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Can we parallelize over space time?

[Perez, Cubuk, Waterland, Kaxiras, Voter, JCTC 12, 18 (2016)]
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State-to-state dynamics

Goal is to generate a single statistically correct state-to-state trajectory
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State-to-state dynamics

Need to capture transition statistics:
• Distribution of first-escape times from W
• Distribution of first-escape points on dW

Key Concept: Quasi-stationary Distribution (QSD) W

dW

2.1 The quasi-stationary distribution

Consider a state W ⊂ Rd, and let

T x
W = inf{t > 0,Xx

t "∈ W}

be the first escape time of W for the stochastic process Xx
t satisfying (1) and starting at

x ∈ W at time 0. The state W is in practice a level set of the map S, and we suppose in
the following that W is fixed, and is a bounded Lipschitz domain of Rd. A quasi-stationary
distribution ν, for the stochastic process Xt and associated to W , is a distribution with
support in W and such that, for any positive time t and for any measurable set A ⊂ W ,

ν(A) =

∫

W

P(Xx
t ∈ A, t < T x

W ) dν
∫

W
P(t < T x

W ) dν
. (3)

In words, if X0 is distributed according to ν, then, conditionally on not having left the
well W up to time t, Xt is still distributed according to ν.

For the convenience of the reader, we collect in this section a few elementary properties
of the QSD. For more details on the theory, we refer, for example, to [3, 13, 12, 4, 15, 14,
5, 6, 7].

Let Xt be the stochastic process satisfying (1). We introduce its infinitesimal generator:

L = −∇V ·∇+ β−1∆,

and we denote by L∗ = div (∇V ·) + β−1∆ its adjoint.
We start by stating a Feynman-Kac formula that will be useful below.

Proposition 1 Consider a smooth solution v(t, x) to the problem:











∂tv = Lv for t ≥ 0, x ∈ W ,

v = ϕ on ∂W ,

v(0, x) = v0(x),

where ϕ is a smooth function. Then,

v(t, x) = E

(

1Tx
W<t ϕ(X

x
Tx
W
)
)

+ E
(

1Tx
W≥t v0(X

x
t )
)

,

where Xx
t is the process starting at x at time 0 and T x

W the first exit time from W .

Proof : Fix a time t and consider u(s, x) = v(t− s, x), which satisfies











∂su+ Lu = 0 for s ∈ [0, t], x ∈ W ,

u = ϕ on ∂W ,

u(t, x) = v0(x).

Using Itô calculus, we see that: ∀s ∈ [0, T x
W ∧ t],

u(s,Xx
s ) = u(0, x) +

∫ s

0
(∂su+ Lu)(r,Xx

r ) dr +
√

2β−1

∫ s

0
∇u(r,Xx

r ) dWr

= u(0, x) +Ms,

6

If X0 is distributed according to QSD, then, conditionally on not having 
left W up to time t, Xt is still distributed according to QSD
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QSD for Langevin dynamics

In the following: 
• Overdamped Langevin dynamics
• Absorbing boundary conditions on dW
• Generator has eigenvalues 0 > −𝜆"> −𝜆#≥ −𝜆$ …
• QSD is eigenfunction u1(X) of generator 

corresponding to 𝝀𝟏

Most of the following also applies to other dynamics,
if:
• QSD exists
• QSD is unique
• Convergence to the QSD is fast

W

dW
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QSD for Langevin dynamics

&'
&(
= 𝐿𝜌 onW

𝜌 = 0 on 𝜕𝑊

With 𝐿 = −∇𝑉 = ∇ + 𝛽)"∆
Then:

𝜌 𝑋, 𝑡 =B
*

𝑒)+!( 𝑐*,𝑢*(𝑋)

For 𝑡 > (l2−l1)−1 and conditional on not having escaped, 

F𝜌 𝑋, 𝑡 ≅ 𝑢" 𝑋 + 𝑂(𝑒) +")+# ()
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Properties of the QSD
• The QSD of W is unique
• Convergence to the QSD is exponential with rate (l2-l1)

From the QSD:
• First escape time is random and exponentially distributed with rate l1
• First escape point is random and uncorrelated with escape time

This is true for any state definition!

Overdamped Langevin: [Le Bris, Lelievre, Luskin, and DP, MCMA 18, 119 (2012)]
Langevin: [Lelievre, Ramil, Reygner, arXiv:2101.11999]

Rate of memory loss

Does not depend
on history before 
reaching the QSD
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After spending tc > (l2-l1)-1 in W, 
the next escape from W becomes

Markovian*

After only a short time in the state,
the next escape time/location distribution

is a complex function of the entry point

* Up to an exponentially small error in tc

All trajectories that spent tc > (l1-l2)-1 

in W are statistically equivalent with 
respect to how and when they will 

leave W*
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Trajectory building block

Define a segment as a trajectory that spent at least tc in the same state before its
beginning and before its end. 

* Up to an exponentially small error in tc

QSD sample in state 1 QSD sample in state 3
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Parallel Trajectory Splicing (ParSplice)

Scalable since short 
trajectories can be 

generated simultaneously

[Perez, Cubuk, Waterland, Kaxiras, Voter, JCTC 12, 18 (2016)]
[Aristoff, SIAM/ASA Journal on Uncertainty Quantification 7, no. 2 (2019): 685-719]
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Bookkeeping

X

Don’t throw away! Store for 
eventual revisits
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Super-basins

Los Alamos National Laboratory

Revisits are extremely 
common!
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Speculation
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Statistical oracle

p1-2

p2-3
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Statistical oracle We use this model to speculate where the 
trajectory will be in the future

Model quality affects efficiency, but not
accuracy

See A. Garmon, DP, MSMSE 28, 065015 (2020) for more detail on model construction
See A. Garmon, V. Ramakrishnaiah, DP, arXiv:2010.11792, for use of model for resource allocation
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Maximum Parallel Speedup

Given an infinitely large computer, the (wall-clock) 
speedup vs MD is:

With perfect oracle: 
~ infinity

If trapped in a super-state:
∼ tss

esc /tc >> ti
esc /tc

If trajectory never revisits states: 
~ ti

esc /tc
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Implementation in the EXAALT code

Splice and schedule

Execute MD

Store/move data

Manage task queues

x 104 – 106 workers

x 10 – 102 managers
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Shape fluctuations in nanoclusters
• Properties of nanoclusters are 

sensitive to shapes and sizes

• Some small nanoparticles don’t 
have well defined shapes; 
continuously transform between 
different conformations

• This affects their 
physical/chemical properties

• How do these shape changes 
occur?

Fig. 1. Series ofhigh-resolution clectron microgrphs showing sonx ofthe sixtru rearran of
a smaUl gold crystal (diameter, 4.8 nm), supportd on an amorphous siiscon during 20-second
me span. Imaging conditions: 400 kV; 40 Akin2; e tron-opal m c (a) The

partice contains onc twin pn (i t
arrow) with a notch. (b) Four seconds later, the
twi plane is displced. Atomk cohlums are in an
anoalous ton at A, the notch is at B, and
there are two missing atm cohumns at C. (c) The
aystl is roated slighy away fom the well-
aligned condition, so the t4 lattice
structure is not readily visibe. The twin pa is
still discernible (arrow) if one tils the image and
look along the various lattice directons. A col-
umn ofatoms hs hopped away froinm the site at C.
(d) The twin is again deary visible with go
contrast but with ap notch. As
fault appears at D; thr are no mimsing columns
at C. (c) The u twin is still visibe. The
st g faul visibl in (d) has disapp d
another skingfau (arrow) parald to the
set of {111} planes has An a ls
surface strure appears at A, and dicre is severe
lattice distortion at E.

of another gold crystal on an amorphous
siicon support. This sequence was recorded
unr imang conditions identical to those
in Fig. 1 except that the oveall partide
"diameter" was considerably smaler (-3.5
nm compared with -5.0 mu). In this case,
the structural changes occurrd more rapid-
ly, and it was difficul to obtain good con-
trast photographs ftom the monitor since
many individual frames showed a blurred
image of the partide because of its motion.
The contrast in Fig. 2, a and c, suggests that
the particle has an icosahedral multiply
twinned shape (9), whereas in Fig. 2, b and

f, it appears to be a single crystal, and in Fig.
2, d, e, and g, it contains, respectively, a ;
stacking fault, a twin plane, and both a
stacking fault and a twin plane. Dependng-
on size and contact wim the support,t
partcls were ofte obrved to rotate,i
the substate, and it was difficult in some J
cases to be certain whether a srcta
change had really occurr;ed or whether the
change observed in th image ofthe partidc
was simply a result of rotation.

In the very small crystals (diameter, <2
mu), motion was cxtremely rapid, making it
undcear whether r or shape chang
were tking place. Such particles would be-
have like pulsating liquid globules that could
monmtry "fz in a particular shape
and then "mel int- moon several frc-
tions of a second later. A good examrpl ofa-
gold crystal on an amorphous carbon suP-
port is shown in Fig. 3. Similar behavior
was also seen in larger partides that had
minimal contact with the support, uch as
the gold crystal (diameter, -4 mu) on amqor-
phous silicon siown in Fig. 4. Single-fiame
images cannot convey the scinatngdy-
namic behavior of these rearrangment.
The two twin planes meet at an angle in Fig.
4b, and Fig. 4c shows the decahedral multi-'
ply twinned shape, with pronounced reen-
trant notches at the separate twin bound-
aries. is latter configuration is expec ed
because of minimizn of the surface fee=
energy (10).
From many observations similar to those'

Fig. 2. Change in shape of a 3.5-nm gold aystal suppotdo.
amorphous silicon, as shown bys r sure &imi
videotapeplayback. (a) Icosahedr shape. (b) Single crys,
seconds later. (c) Icosahedral shape; tme, 4.2 secnds.
Stcking fault; time, 6.0 seconds. (e) Twin plane; time, :
seconds. (f) Single crystal; time, 9.6 seconds. (g)
(arrowed) and twin pane, T; time, 20 seconds. -
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Shape Fluctuations in 
Nanoparticles

• Metallic nanoparticles (150-300 atoms)
• Between 3,600 and 36,000 cores

• Long simulations: up to 4 ms
• Many transitions: up to ~100M per run
• Many states: up to ~1M per run 

Rao Huang
(Xiamen U.)

Huang, Lo, Wen, Voter, Perez, JCP 147, 152717 (2017)
Perez, Huang, Voter, JMR 33, 813 (2018)
Huang, Wen, Voter, Perez, Phys. Rev. Mat. 2, 126002 
(2018) 
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Benchmark results: An Easy Case

Ncores Trajectory length 

(ps)

Generated segment 

time (ps)

#Transitions #States <ttrans/M tc> <R> Simulation 

rate 

(µs/hour)

9,000 556,093,988 556,539,980 4,614 28 13.39 166 139

18,000 1,315,941,923 1,346,516,503 24,610 64 2.97 384 333

27,000 2,209,432,238 2,214,868,608 13,479 47 4.55 294 552

36,000 2,291,027,808 2,318,254,470 50,258 60 1.26 909 592

T=300K, LANL Grizzly, 4h runs

Peak simulation rate: 10 µs/min, 10 ms/day99% of generated segments were spliced

Rare events



343/16/22

Benchmark results: Hard Cases

T (K) Trajectory length 

(ps)

Generated segment 

time (ps)

#Transitions #States <ttrans/M tc> <R> Simulation 

rate 

(µs/hour)

300 340,699,441 341,011,427 2,227 15 21.25 149 85

400 267,608,621 305,631,041 21,629,711 4,785 0.0017 4545 69

600 194,178,176 269,536,048 90,096,511 24,161 0.00029 3846 48

700 70,212,784 228,559,866 33,780,937 250,867 0.00028 135 17

800 1,754,393 220,695,348 738,292 36,613 0.00033 20 0.45

900 169,943 10,673,302 64,208 11,577 0.00030 6 0.043

Very fast events: need only a few segments
to escape

75% of generated segments were spliced
2700x speedup over MD

Most of performance 
from revisits~4x from speculation
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Discretization of continuous dynamics
• The ParSplice formalism maps complex 

continuous dynamics into a simple, 
arbitrarily accurate, discrete framework

• Can it inform the development of accurate 
discrete state models? 

• Usual mapping is based on domains in 
configurations space

• Discrete model becomes a CTMC in the limit
(l2-l1)→ ∞ for all states

• No clear picture away from this limit

[T. Lelièvre, Handbook of Materials Modeling: Methods: Theory and Modeling, 773]



363/16/22

Markov Renewal Process representation

• ParSplice inspired mapping: 
− The “color” of a trajectory is the 

color of the last state it spent tc in

• The color encodes the last domain the trajectory
reached the QSD in.

• What is the appropriate representation of the 
color-to-color dynamics?
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Markov Renewal Process representation

• Color changes when trajectory reaches QSD in a new state

• From the properties of the QSD:
− Probability of next color can only depend on current color
− Distribution of time to next color change cannot depend on previous colors 
− Distribution of time to next color change cannot depend on previous change times
− Distribution of time to next color change can depend on next color

Agarwal, Gnanakaran, Hengartner, Voter, Perez, arXiv:2008.11623
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Time to leave the state 
independent of past 

and future color

Time to settle in new state and change color
can depend on new color
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Markov Renewal Process

Color-to-color dynamics is described by a 
Markov Renewal Process*

for any state definition

𝑃 𝑐-.", 𝑡-." < 𝑇| ℎ𝑖𝑠𝑡𝑜𝑟𝑦 = 𝑝/$%#,/$ 𝐹/$%#,/$(𝑇- 𝑡-)

* Up to an exponentially small error in tc
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Continuous 
Trajectory

QSD-to-QSD 
factorization

Markov renewal 
process

Fokker-Planck 
equation

QSD-to-QSD 
factorization

Renewal 
equations

QSD-to-QSD
factorization

1

2

3

4
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Alanine dipeptide

four PCCA states of Alanine Dipeptide four random states of Alanine Dipeptide

two PCCA states of Chignolin

0

1

2

3

0
1

2

3

0 1

Carefully defined domains using PCCA
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Alanine dipeptide

tc = 2 ps

Direct MD
Renewal equations

tc = 20 ps tc = 40 ps
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Alanine dipeptide

Intentionally poorly defined states

four PCCA states of Alanine Dipeptide four random states of Alanine Dipeptide

two PCCA states of Chignolin

0

1

2

3

0
1

2

3

0 1
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Alanine dipeptide
Direct MD
Renewal equations

tc = 2 ps tc = 20 ps tc = 40 ps
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Villin headpiece 
Direct MD
Renewal equations

tc = 2 ps tc = 2 ns tc = 20 ns
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Markov Renewal Process

• Not the only discretization scheme (CTMC, Hidden Markov Model, …)

• To our knowledge, simplest scheme that provides arbitrary accuracy for any 
state definition

• Caveat: 
− not very informative if dynamics are not metastable. Leads to very long jumps.

• Next step: provide efficient numerical schemes to parameterize the MRP 
(ongoing work with D. Aristoff)

Agarwal, Gnanakaran, Hengartner, Voter, DP, arXiv:2008.11623
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Conclusion

• MD is extremely powerful, but has a severe timescale limitations that cannot 
be cured by brute-force alone, even with exascale computing

• By leveraging insights from the theory of QSD, one can design rigorous 
parallel-in-time techniques that dramatically extend simulation times into the 
milliseconds at basically no cost in accuracy

• This enables more direct comparison with experiments and help fill-in the 
blanks in experimental measurements

• Progress in applied math, computer science, and domain science, was 
essential to address this problem.
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